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Abstract 

The goal of this deliverable is to present the results of the evaluation of business process performance 
based on evidence from data collection activities. We have learnt several lessons from this research that 
can help companies approaching BDA (Big Data and Analytics) to more quickly understand the 
opportunities and guide tests and implementations. This knowledge has been made available from the 
DataBench Toolbox and constitutes the basis for the DataBench Handbook (the last deliverable of WP4, 
D4.4).  

An important goal of DataBench is to understand the role played by technical benchmarking and the 
benefits that can be obtained in BDA projects when technical choices are based on accurate 
benchmarking. A fundamental lesson that we have learned from the case-study analysis is that BDT (Big 
Data Technology) projects can deliver important and measurable business benefits. However, we have 
understood that technical performance can be an enabler of big data benefits and, on the other hand, 
technical cost can represent a barrier to reap business benefits. We have performed research in this 
direction to define a methodology for the architectural sizing and cost assessment of an infrastructure 
supporting BDA use cases. We have then mapped benchmarks on the architectural components and 
analyzed the impact of software selection of the cost and performance of this architecture, to support 
the assessment of the potential benefits from an accurate software selection based on technical 
benchmarking in WP5.  
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Executive summary  

The goal of this deliverable is to present the results of the evaluation of business process performance 
based on evidence from data collection activities. In DataBench, we have collected a vast amount of 
information with different and complementary data collection activities: a large-scale survey, a desk 
analysis, and a case study analysis. 

We have learnt several lessons from this research that can help companies approaching BDA to more 
quickly understand the opportunities and guide tests and implementations. This knowledge has been 
made available from the DataBench Toolbox and constitutes the basis for the DataBench Handbook (the 
last deliverable of WP4).  

An important goal of DataBench is to understand the role played by technical benchmarking and the 
benefits that can be obtained in BDA projects when technical choices are based on accurate 
benchmarking.   A fundamental lesson that we have learned from the case-study analysis is that BDT 
projects can deliver important and measurable business benefits. However, we have understood that 
technical performance can be an enabler of big data benefits and, on the other hand, technical cost can 
represent a barrier to reap business benefits. We have performed research in this direction to define a 
methodology for the architectural sizing and cost assessment of an infrastructure supporting BDA use 
cases. We have then mapped benchmarks on the architectural components and analyzed the impact of 
software selection of the cost and performance of this architecture, to support the assessment of the 
potential benefits from an accurate software selection based on technical benchmarking in WP5.  

  



1 Introduction and objectives 

The goal of this deliverable is to present the results of the evaluation of business process performance 
based on evidence from data collection activities. In DataBench, we have collected a vast amount of 
information with different and complementary data collection activities: 

- A large-scale survey has been conducted in WP2, which included both business and technical 
questions and has been used in WP4 as a reference to focus the following data collection 
activities. 

- A desk analysis, surveying all use cases published in the academic literature, EU project 
deliverables and vendor Web sites and white papers. 

- A case study analysis, to perform an in-depth analysis of the BDT pilots and implementations in 
selected companies and gains insights useful to explain the trends observed with large scale 
surveys. 

We have learnt several lessons from this research that can help companies approaching BDA to more 
quickly understand the opportunities and guide tests and implementations. This knowledge has been 
made available from the DataBench Toolbox and constitutes the basis for the DataBench Handbook (the 
last deliverable of WP4, D4.4).  

An important goal of DataBench is to understand the role played by technical benchmarking and the 
benefits that can be obtained in BDA projects when technical choices are based on accurate 
benchmarking.   A fundamental lesson that we have learned from the case-study analysis is that BDT 
projects can deliver important and measurable business benefits. However, we have understood that 
technical performance can be an enabler of big data benefits and, on the other hand, technical cost can 
represent a barrier to reap business benefits. We have performed research in this direction to define a 
methodology for the architectural sizing and cost assessment of an infrastructure supporting BDA use 
cases. We have then mapped benchmarks on the architectural components and analyzed the impact of 
software selection of the cost and performance of this architecture, to finally gauge the potential benefits 
from an accurate software selection based on technical benchmarking.  

In this deliverable, we present the results of these research activities, starting from a brief presentation 
of some additional analyses that have been performed on the data from the DataBench survey and 
ending with architectural considerations on the role played by technical benchmarking.  

2 Final evidence from DataBench survey 

The data collected with the DataBench survey (WP2) have been thoroughly analyzed with different 
techniques (e.g. clustering, statistics). Most of the results from these analyses have been presented in 
D4.2 at M18. After M18, we have involved all DataBench team members in a research effort aimed at 
positioning DataBench in the scientific literature on the business benefits of IT applications. We have 
used the data collected with the DataBench survey to measure the direct impact of technical choices on 
perceived business benefits measured through interviews, based on hypothesis testing. Results have 
been summarized in a paper that has been submitted to the International Journal of Business Information 
Systems and is under review. The paper that has been submitted is available from the DataBench 
repository1. Here, we provide a short summary of the paper.  

The paper puts forward the following 5 research hypotheses: 

 

1 https://onlyoffice.eurescom.eu/products/projects/tmdocs.aspx?prjID=60#5696 



¶ (H1) Companies that have implemented analytics with a descriptive approach to data processing 
have obtained greater business benefits compared to companies that have not implemented 
analytics. 

¶ (H2) Companies that have implemented analytics with a predictive approach to data processing 
have obtained greater business benefits compared to companies that have implemented 
analytics with a descriptive approach. 

¶ (H3) Companies that have implemented analytics with a prescriptive approach to data processing 
have obtained greater business benefits compared to companies that have implemented 
analytics with a descriptive or predictive approach. 

¶ (H4) Companies that have real-time access to their data have obtained greater business benefits 
compared to companies that do not have real-time access to their data.   

¶ (H5) Companies that have integrated big data and analytics with their business processes have 
obtained greater business benefits compared to companies that have not integrated big data and 
analytics with their business processes. 

Variables have been operationalized and then measured based on responses to the Databench 
questionnaire. A linear regression has been performed to study the hypotheses. A linear relationship has 
been assumed between dependent and explanatory variables, as follows: 

Business Benefits = c1·Descriptive + c2·Predictive + c3·Prescriptive + c4·Real Time + c5·Integration + c6·Size  

Table 1 reports the results of the model.  The coefficients for the variables included in each model are 
reported as rows.  Each row is identified by the name of the corresponding variable.   

 

 

Residuals: 

 

 

Table 1 ς Parameter estimates, p-values, and goodness of fit statistics for fitted regression model including the 
independent effects of descriptive, predictive and prescriptive analytics, integration of analytics with business 
processes, real-time availability of information and company size on business benefits. 



Empirical testing supports the use of descriptive analytics, the integration with business, the ability to 
access data in real time and company size as factors correlated with business benefits from big data and 
analytics (BDA). In contrast, the use of predictive and prescriptive analytics is not supported as drivers of 
business benefits. These results do not confirm the progression from descriptive to predictive analytics 
as a source of greater business benefits. However, they support the idea that the actual availability of 
data in real-time is important even for companies that limit their efforts to descriptive analytics. In turn, 
this seems to confirm the change in the approach to business intelligence (BI), shifting from batch 
reporting to real-time decision making [1]. In this process of change, the integration with business 
processes plays an important role as driver of the business benefits that can be achieved.  

In our model, the variables that have been found not to be significant, that is predictive and prescriptive 
analytics, have a high p-value, in both cases above 0.5. This high p-value does not allow us to reject the 
null hypothesis and does not support these variables as drivers of business benefits.  

The other variables are instead strongly significant. The coefficients of significant variables are 
comparable, suggesting that these variables have a similar weight in explaining the dependent variable, 
with no single predominant independent variable. This includes company size, which is found to 
contribute to explaining business benefits with an impact comparable with that of other significant 
explanatory variables. In this respect, the only exception is the intercept which is considerably high (0.41, 
with all variables normalized between 0 and 1). A high intercept indicates that benefits are perceived as 
high, irrespective of other organizational or technical discriminating variables. This suggests a general 
optimism towards the benefits from big data and analytics, which seems consistent with the positive 
orientation of the professional literature [2]. 

Predictive and prescriptive analytics have been found not to be significant drivers of perceived business 
benefits (our second and third hypotheses are not supported). This finding has multiple possible 
interpretations:  

1) A more direct interpretation is that companies do not perceive that additional benefits are 
associated with predictive and prescriptive analytics. This would mean that companies do not 
think that they can obtain benefits from the full automation of decision making. In fact, they 
believe that supporting human-made decisions with better, real-time information provides all 
possible benefits.  

2) This finding could also be explained by considering that the changes involved in the usage of big 
data and analytics are significant and companies are only at the beginning of a long-term change 
process. Predictive and prescriptive analytics will be experimented in the future. From this 
perspective, additional benefits from predictive and prescriptive analytics are not excluded, but 
do not represent a current goal.  

Overall, the hypothesized growth of business benefits from descriptive to prescriptive analytics is 
currently not supported, but might be supported in the future. Repeating our survey in the future may 
lead to different findings.   

From a technical standpoint, the fact that real-time availability of data is found to be a driver of business 
benefits points to new challenges that will emerge in the next years. Through big data and analytics, 
modern BI seems to deliver benefits by providing information to decision makers in real time. This means 
that their goal is not limited to controlling the outcome of their decisions, but it includes making decisions 
based on evidence. This approach to decision making is indeed generally perceived as a source of 
business benefits.  

However, the real-time availability of data involves several technical challenges. First, data should be 
stored in real-time when they are created, raising organizational challenges. Second, accessing and 
processing large quantities of data in real time can be technically challenging. 



A future challenge for IT managers is to make their infrastructure fast. Response time, latency and 
throughput seem to represent important indicators of IT quality and key to deliver business benefits. 
However, the combination of a high level of detail of information with real-time requirements represents 
a technical challenge. This challenge is more difficult to overcome if decision making is frequent and the 
hierarchical level where decisions are made is lower. If the hierarchical level is operational and decisions 
are frequent, processing becomes particularly intense and data sets are potentially very large, with a 
need for an outcome in real-time. This could represent a factor contributing to the big data problem [3].  

There is a tight relationship between the availability of data in real-time and the integration of analytics 
with business processes. The integration with business processes has been found to be perceived as an 
important driver of business benefits, showing that managers are aware of the need for an organizational 
change that enables positive returns from big data and analytics initiatives.  

Company size has been found to be a significant driver of business benefits. We have put forward the 
corresponding hypothesis by tying benefits to the availability of a larger amount of historical data in larger 
companies. Given that the value of analytics lies inside data, the greater the amount of data the higher 
the business benefits. An alternative interpretation is that larger companies have easier access to scale 
economies related to the implementation of the new technologies needed to manage big data. In both 
cases, data represent an asset and larger companies seem to perceive to have an edge in reaping benefits 
while smaller companies are more cautiously optimistic. It should be noted that in both cases benefits 
should be objectively measured to confirm perceptions.  

3 Final evidence from the desk analysis 

In the scope of the DataBench project, we have collected more than 700 articles, gathered from three 
main types of sources: 

¶ the scientific literature,  

¶ European research projects (including ICT 14-15 projects), 

¶ customer success stories of the most important BDT providers.  

Each of these articles was tagged with different metadata, e.g., the magnitude of data size, the velocity, 
the type of sources. These metadata have been thoroughly discussed in D4.2 and are reported here in 
Figures 2 and 3, for the sake of clarity. 

 

Figure 1 ς Business dimensions (tags) of the desk analysis (see D4.2). 

Business KPI

ɆCost reduction

ɆTime efficiency
ɆProduct/service quality
ɆRevenue and profit 

growth
ɆCustomer satisfaction
ɆInnovation

Industry

ɆAgriculture

ɆFinancial services
ɆBusiness/IT services
ɆHealthcare
ɆManufacturing
ɆRetail & wholesale

ɆTelecom/media
ɆTransport/logistics
ɆUtilities/oil & gas

Application Area

ɆCustomer service and 
support
ɆR&D
ɆProduct innovation (new 

business initiatives)
ɆMaintenance and logistics

ɆMarketing
ɆFinance
ɆHR & legal
ɆSales
ɆProduct management
ɆGovernance, risk, and 

compliance
ɆIT and data operations

Level of business process 
integration

ɆLow 

ɆMedium
ɆHigh



 

Figure 2 ς Technical dimensions (tags) of the desk analysis (see D4.2). 

The desk analysis has been continuously updated throughout the project. A complete list of references, 
tagged according to the dimensions reported in Figures 1 and 2 is available from the DataBench 
document repository1Σ ŦƛƭŜ άŘŜǎƪψŀƴŀƭȅǎƛǎΦȄƭǎύ. It includes a total of 711 use cases (110 additional use 
cases since M18).  

3.1 Summary of qualitative results 

The sources of information of the desk analysis are focused on research (academic literature and 
European projects) and innovation (case studies from BDT providers). Comparing data from the survey 
with data from the desk analysis provides mainstream vs. innovation insights. We have made this 
comparative analysis in D4.2. Here, we summarize the main results for the sake of clarity. In summarizing 
this comparative analysis, our focus is on the technical variables that characterize BDT projects, as a 
fundamental goal of this work package is to understand the business benefits from technical 
benchmarking. 

The main insights that have emerged from the DataBench survey (WP2) can be summarized as follows: 

¶ Companies mainly analyze and store gigabytes and terabytes of data, while a small number of 
companies (less than 10%) deal with petabytes and exabytes.  

¶ Tables and structured data seem to play a prominent role, followed by structured-text and graph 
data. 

¶ Currently, descriptive and diagnostic analytics are the most popular types of analytics among 
European companies.  

¶ The batch processing approach is most common, and only 16% of companies are pioneering the 
management and exploitation of real-time data. 

¶ In the future, companies are planning to move to prescriptive and predictive analytics. 

¶ There is an emerging need to integrate heterogenous data to effectively exploit all the 
information gathered by companies. 

¶ The most adopted technical performance metric is data quality. 

Overall, the survey indicates that companies are still in the early phases of their BDT innovation process, 
focusing on the more traditional aspects of analytics. Sivarajah et al. [4] have defined a taxonomy of big 
data usage, making a general distinction among descriptive, predictive and prescriptive analytics. 
Descriptive analytics aims at scrutinizing data and information in order to define the current state of a 
business situation. So, developments, patterns and exceptions are highlighted by producing standard 
regulations, ad hoc reports, and alerts [5]. Predictive analytics consists in statistical modelling and 
forecasting, in order to determine future trends of variables relevant to a particular process [6]. 
Prescriptive analytics is about the optimization of processes and related continuous improvement of 
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performance KPIs [7, 5]. This taxonomy of big data usage has become extremely popular, particularly in 
the professional literature [8]. From the DataBench survey, companies seem to be mostly focused on 
descriptive analytics, which represents the first step of their BDA innovation journey. 

The main insights from the desk analysis show a different picture: 

¶ Use cases from the desk analysis mainly deal with terabytes of data. 

¶ Most use cases are mainly processing data in streaming, as well as iterative/in-memory 
processing. 

¶ The most widely used analytics type is by far predictive analytics, while prescriptive, descriptive 
and diagnostic analytics are adopted in approximately the 30% of use cases. 

¶ The most widely adopted performance metric seems to be the throughput. 

¶ Data types are primarily tables and structured data, including structured legacy data, graph and 
linked data and text and semi-structured data. 

¶ Use cases store and process highly heterogenous data, thus stressing the growing need and 
potential for data integration. 

It should be noted that these insights are confirmed even with the 110 additional use cases collected as 
part of WP4 since M18. Consistent with the taxonomy defined in [4], the insights from innovation-
oriented sources indicate a shift of focus towards the predictive and prescriptive steps of the BDA 
innovation journey, with a prevalence of use cases focusing on predictive analytics. This indicates that 
the automation of decision making involved by prescriptive analytics is positioned further down the 
innovation timeline for the majority of the companies, although it general associated with the highest 
potential business benefits.  

Only a few contributions from the desk analysis (roughly 25%) provide a quantitative evaluation of 
business KPIs for their use cases. The evaluations that are provided are diverse, but in most cases business 
benefits are provided as a percent change with respect to a baseline that is usually not quantified. We 
have noted that the business KPIs selected to provide these evaluations of benefits vary with the use case 
and with the industry (consistent with WP2). Consequently, to provide benchmarks of business KPIs from 
the desk analysis we have first identified the most frequent use cases in different industries (Section 3.2) 
and then evaluated the mean value of the most frequently used business KPIs for different use cases in 
different industries (Section 3.3). 

3.2 Most frequent use cases from the desk analysis 

As a first step, we have grouped the contributions from the literature and related use cases by industry. 
We have found that nine industries are represented: agriculture, automotive, financial services, 
healthcare, manufacturing, retail, telecommunications, transport & logistics, and utilities. The 
distribution of use cases (articles) by industry is shown in Figure 3. 

 



Figure 3 ς Distribution of use cases (articles) across industries (results from desk analysis). 

We noticed that, while the scientific articles and European projects range evenly across the 9 industries 
and related use-cases, the customer stories coming from cloud companies and IT solution providers are 
a little biased towards financial services. Table 2 shows the 3 most frequent types of use cases for each 
of the 9 industries. Overall, we have identified 23 distinct use cases, instead of 27, as a few types of use 
cases are common to multiple industries (namely, targeting, churn prediction & promotions, network 
capacity optimization). The most common use cases account for over 70% of the total number of use 
cases documented in the desk analysis (502 out of 711).  

 

 

Table 2 ς Number of use-case occurrences (total=502) per industry (results from desk analysis). 

 

3.3 Evidence on business process performance from the desk analysis 

As noted, in the literature, business KPIs are most often selected and explained (what should be 
measured), but rarely assessed. The few quantitative results are reported in Table 3. It can be noted that 
they represent highly optimistic results compared to results from the DataBench survey (WP2), where 
business KPIs are in the 4-8% range. This can be explained partly from a bias in the sources of information 
that include many use cases from BDT providers. Another explanation is that they are estimates from 
pilots which may result into lower benefits at deployment time, due to a variety of operational hurdles. 
In addition to this, the variance in the evaluation of benefits for the same use case is broad and the 
significance is further limited by the fact that the subset of use cases is really small compared to the 
overall sample (roughly 25%). This points to a need for more in-depth analyses. In DataBench, we have 
taken a step in this direction with the analysis of case studies (see Section 4). 

The added value of the desk analysis lies in the vast survey of the literature which can represent a 
reference for both scientists and practitioners, and has been made available to the users of the Toolbox. 



The desk analysis is particularly useful for one group of users of the Toolbox, namely researchers who 
can extract use cases (and related articles) classified according to different dimensions, including case 
study (according to the classification in WP1), industry, volumes of data, technical and business KPIs. 
These aspects are discussed in ²tоΩǎ ŘŜƭƛǾŜǊŀōƭŜǎ. 

 

 

Table 3 ς Evaluation of business KPIs from the desk analysis. 

4 Final evidence from the analysis of case studies 

In D4.1 and D4.2 we have defined a methodology for the analysis of case studies that is reported in Figure 
4. The depth of the analysis depends on the case study, on the outcome of the first interview and on the 
openness to discussion and cooperation of the different companies. Case studies involve a considerable 
effort and, as a consequence, the goal is not to reach statistical significance and generality per se, but to 
provide qualitative, insightful explanations to findings from extensive surveys (such as the DataBench 
survey and the desk analysis) as well as indications for subsequent research. In DataBench, the case 
studies described in the next sections have provided interesting explanations for the results of previous 
extensive research and have indicated interesting research paths that we have followed. Results of the 
additional research that we have conducted as a consequence of the evidence from case studies are 
discussed in Section 5. 



 

Figure 4 ς DataBench methdology for the analysis of case studies (D4.1 and D4.2). 

 

For the sake of clarity, we report a summary of the interview template in Figure 5. The extended version 
of the interview template can be found in D4.2. The transcripts of interviews (where we had consent 
from the interviewees) can be found in the DataBench document repository1. 

 

 

Figure 5 ς Summary of the interview template for the analysis of case studies (see D4.2). 

4.1 Industries, use cases and approaches to BDT projects 

We have performed a total of 22 case studies distributed across 8 industries and 7 countries. Figure 6 
shows the companies that have participated in the DataBench case-study analysis. All companies have 
gone through the first interview, 15 have provided documentation, 9 have accepted to perform a second 
interview and 6 have provided data and involved the DataBench team to be supported in their decision 
processes. Not all companies have consented to disclosing the information that they have shared, 3 have 
requested to remain anonymous (their name does not appear in Figure 6). 














































